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Parameter Tuning

Parameter Tuning

o Can start by trying many different orders of magnitude

107°,107%4,...,107%,10% 10%,...,10% 10°
2710 o=9 ~ 9=1 90 51 99 510

@ See where the action is... and zoom in!

o Keep zooming in until things aren't improving on validation set.
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Parameter Tuning

Parameter Tuning

o If you want to plot all values on one graph, you may want to take
logarithms of your axes.
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SGD For Total Loss vs Average Loss

@ Suppose we write linear regression objective as

n

Jw) =) (wx—y)?

i=1

@ Then we can do gradient descent using this step direction:

—VJ(w Z2 w X, y,)

@ What about stochastic gradient descent?

@ Do we just choose a random (x;, y;) and step in direction
—2 (W Xi— )/i) XI?
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SGD Step and Gradient Step Should have Same Expectation

@ Expectation of gradient step is

n

D 2w Xi— V)X

i=1

= —iE[Z(WTX,-—Y,-) Xi]

= —nE[2(w'X-Y)X]

E[-VJ(w)] = —-E

@ Which is n times
—ER(w'Xi—Y)) Xi] =—E[2(w'X—Y)X]
@ Proper SGD step for this objective is
—nx2(wTX;—Y;) X;
@ Alternatively, divide original objective by n.
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SGD For Total Loss vs Average Loss

@ So we had
n

Jw) =3 (whx—y)?
i=1
@ Proper SGD step is

—nx2(w'X;—Y;) X
o What if we take step
—2(w'Xi—Yi) X;?

@ Then we're optimizing

@ Does it matter?
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SGD For Total Loss vs Average Loss

@ The objective functions

n

Jw) = Z(WTXi—)/i)z
i—1
Iov, 1 2
hiw) = - (w' x;—yi)
i—1

have the same minimizer w*.

@ But they have different minimum values.
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SGD For Total Loss vs Average Loss

@ The objective functions

n

Jw) = Y (wixi—y)2+A|w|?
i=1
1 n

hlw) = EZ(WTXi—Yi)ZﬂLAHWHz
i=1

do not have the same minimizer w* for the same A.

@ For the same A, which objective has the minimizer with smaller
“complexity” ||w||??
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Directional Derivatives and Minima

Directional Derivatives

Definition

A directional derivative of f at x in the direction 6x is

£/ (x: 8x) = lim f(x+ hdx)—f(x)
' hl0 h '

and it can be +oo (e.g. for discontinuous functions).

o If f is convex and finite near x, then f’(x;dx) exists.

e f is differentiable at x iff for some g(= Vf(x)) and all &x,

f'(x;0x) =g dox.

Boyd EE364b: Subgradients Slides
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Descent Directions and Optimality

Definition

dx is a descent direction for f at x if f/(x;0x) < 0. J

e For differentiable f, if Vf(x) #0, then dx = —Vf(x) is a descent
direction.

@ We have a nice characterization for a minimum in terms of directional
derivative:

Theorem
If f is convex and finite near x, then either
@ x minimizes f, or

@ there is a descent direction for f at x.

Boyd EE364b: Subgradients Slides
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Directional Derivatives and Minima

Amax for Lasso

Lasso objective

Aw) =3 (wTx—y)* +Alwly

@ Is there a Amax such that A > Apax implies argmin,, Jx(w) =07
@ Suppose yes.
@ Then w =0 is a minimum of J(w).

Let's see what that means in terms of our directional derivative
characterization.
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Directional Derivatives and Minima

Directional Derivative for Lasso

o Consider a step direction v. For convenience, take v s.t. |v|=1.

@ Then directional derivative at w =0 in direction v is

J(hv)—J(0)

/ . I
JA(O,V)—'AJI’B h

@ For w =0 to be a minimizer, need to have J;(0;v) > 0 for every
direction v.

@ Can find Apnax by finding conditions on A for this to be the case.

David Rosenberg (New York University)| DS-GA 1003 March 2, 2015 12 /12



	Parameter Tuning
	Lasso: Coordinate Descent vs SGD 
	Directional Derivatives and Minima

