
Machine Learning – Brett Bernstein

Week 10 Lab: Concept Check Exercises

Conditional Probability Models

1. In each of the following, assume X1, . . . , Xn are an i.i.d. sample from the given distri-
bution.

(a) Compute the MLE for p assuming each Xi ∼ Geom(p) with PMF fX(k) = (1 −
p)k−1p for k ∈ Z≥1.

(b) Compute the MLE for λ assuming each Xi ∼ Exp(λ) with PDF fX(x) = λe−λx.

2. We want to fit a regression model where Y |X = x ∼ Unif([0, ew
T x]) for some w ∈ Rd.

Given i.i.d. data points (X1, Y1), . . . , (Xn, Yn) ∈ Rd × R, give a convex optimization
problem that finds the MLE for w.

3. Explain why softmax is related to computing the maximum of a list of values.
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