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Instructions: Following most lab and lecture sections, we will be providing concept
checks for review. Each concept check will:

• List the lab/lecture learning objectives. You will be responsible for mastering these ob-
jectives, and demonstrating mastery through homework assignments, exams (midterm
and final), and on the final course project.

• Include concept check questions. These questions are intended to reinforce the lab/lec-
tures, and help you master the learning objectives.

You are strongly encourage to complete all concept check questions, and to discuss these
(and related) problems on Piazza and at office hours. However, problems marked with a (?)
are considered optional.

Multiclass: Concept Check

Multiclass Learning Objectives

• Be able to give pseudocode to fit and apply a one-vs-all/one-vs-rest prediction function.

• Be able to describe an example where one-vs-all fails.

• Be able to explain our reframing of multiclass learning in terms of a compatability
score function.

• Be able to define the class-specific margin of a data instance using the compatability
score function.

• Be able to map a set of linear score functions onto a single linear class-sensitive score
function using a class-sensitive feature map. Give some intuition for the value of this
feature map (based on features related to the target classes).

• Be able to state the multiclass SVM objective with 1 as the target margin, and be able
to generalize using a class-specific target-margin and explain this generalization using
the intuition of this target-margin as a lookup table.
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Multiclass Concept Check Questions

1. Let X = R2 and Y = {1, 2, 3, 4}, with X uniformly distributed on {x | ‖x‖2 ≤ 1}.
Given X, the value of Y is determined according to the following image, where green
is 1, orange is 2, blue is 3, and magenta is 4.
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For the problems below we are using the 0-1 loss.

(a) Consider the multiclass linear hypothesis space

F = {f | f(x) = arg max
i∈{1,2,3,4}

wT
i x},

where each f is determined by w1, w2, w3, w4 ∈ R2. Give fF , a decision function
minimizing the risk over F , by specifying the corresponding w1, w2, w3, w4. Then
give R(fF).

(b) Now consider the restricted hypothesis space

F1 = {f | f(x) = arg max
i∈{1,2,3,4}

wT
i x, ‖w1‖ = ‖w2‖ = ‖w3‖ = ‖w4‖ = 1}.

Consider the decision function f ∈ F1 with w1, w2, w3, w3 set to the angle bisectors
of the corresponding regions. Give R(f).
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(c) Next consider the class-sensitive version of F :

F2 = {f | f(x) = arg max
i∈{1,2,3,4}

wTΨ(x, i)},

where w ∈ RD and Ψ : R2 × {1, 2, 3, 4} → RD. Give w, Ψ corresponding to fF2 ,
the decision function minimizing the risk over F2.

2. Recall that the standard (featurized) SVM objective is given by

J1(w) =
1

2
‖w‖22 +

C

n

n∑
i=1

[1− yiwTϕ(xi)]+.

The 2-class multiclass SVM objective is given by

J2(w) =
1

2
‖w‖22 +

C

n

n∑
i=1

max
y 6=yi

[1−mi,y(w)]+,

where mi,y(w) = wTΨ(xi, yi)−wTΨ(xi, y). Give a Ψ (in terms of ϕ) so that multiclass
with 2 classes {−1,+1} is equivalent to our standard SVM objective.

3. Suppose you trained a decision function f from the hypothesis space F given by

F = {f | f(x) = arg max
i∈{1,...,k}

wTψ(x, i)}.

Give pseudocode showing how you would use f to forecast the class of a new data
point x.

4. Consider a multiclass SVM with objective

J(w) =
1

2
‖w‖22 +

C

n

n∑
i=1

max
y 6=yi

[1−mi,y(w)]+,

where mi,y(w) = wTΨ(xi, yi)− wTΨ(xi, y). Assume Y = {1, . . . , k}, X = Rd, w ∈ RD

and ψ : X × Y → RD. Give a kernelized version of the objective.
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